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Grain-boundary-induced melting in quenched polycrystalline monolayers
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Melting in two dimensions can successfully be explained with the Kosterlitz-Thouless-Halperin-Nelson-Young
(KTHNY) scenario which describes the formation of the high-symmetry phase with the thermal activation of
topological defects within an (ideally) infinite monodomain. With all state variables being well defined, it
should hold also as freezing scenario where oppositely charged topological defects annihilate. The Kibble-Zurek
mechanism, on the other hand, shows that spontaneous symmetry breaking alongside a continuous phase transition
cannot support an infinite monodomain but leads to polycrystallinity. For any nonzero cooling rate, critical
fluctuations will be frozen out in the vicinity of the transition temperature. This leads to domains with different
director of the broken symmetry, separated by a defect structure, e.g., grain boundaries in crystalline systems.
After instantaneously quenching a colloidal monolayer from a polycrystalline to the isotropic fluid state, we show
that such grain boundaries increase the probability for the formation of dislocations. In addition, we determine
the temporal decay of defect core energies during the first few Brownian times after the quench. Despite the fact
that the KTHNY scenario describes a continuous phase transition and phase equilibrium does not exist, melting
in polycrystalline samples starts at grain boundaries similar to first-order phase transitions.
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Since the seminal work of Peierls [1] and Mermin [2] on the
existence of two-dimensional (2D) crystals, and the formula-
tion of a microscopic melting theory by Kosterlitz, Thouless,
Halperin, Nelson, and Young (KTHNY) [3–5], the equilibrium
phase behavior of 2D crystalline systems has extensively
been studied in experiment [6–16] and simulation [17–22].
The KTHNY theory predicts two consecutive continuous
melting transitions from an infinite monocrystal to the isotropic
fluid, which enclose a translationally short-range ordered but
orientationally (quasi-)long-range ordered, so-called “hexatic”
phase. The transitions are mediated by the dissociation of two
kinds of topological defects: dislocations (an isolated pair
of a five- and sevenfold coordinated particle) and disclina-
tions (an isolated five- or sevenfold coordinated particle), at
respectively different temperatures. While KTHNY melting
is widely confirmed, the possibility of a strictly first-order
scenario [23–27], an alteration [28–30], or a combination
[31–33] of continuous and first-order characteristics has been
discussed. A recent conclusion is that the precise melting
mechanism depends on the type and range of the interaction
potential [30]. In addition, the continuous two-step scenario
might be preempted by one first-order transition. Either via
the spontaneous creation of grain boundaries [24] if the
(elastic) energy cost of a dislocation is lower than a critical
value [28], by a simultaneous unbinding of dislocations and
disclinations [34], or if the angular stiffness of the crystal is
small enough [29]. Dislocations are the natural response of a
crystal if the amplitude of an applied shear exceeds a critical
value. The central ingredient of the KTHNY theory is the
additional softening of the crystal due to the self-screening
of thermally activated dislocation pairs, which is analytically
included via a renormalization procedure [4,5]: The creation
and dissociation of dislocations towards the transition from the
crystal to the hexatic fluid is enhanced in the presence of other
dislocations. Compared to the mean-field ansatz, this results
in a reduction of the melting temperature given by the fixpoint
of the recursion relation of the renormalization procedure.

The screening of elasticity due to defects becomes crucial in
a further sense if one considers large system sizes: Motivated
by the Kibble-Zurek mechanism [35–37], a theory to predict
the range of spatial correlations in symmetry breaking phase
transitions under nonequilibrium conditions, it has recently
been shown that the symmetry can only be broken locally at
finite cooling rates, and domains with different orientation
appear [38]. These are separated by domain walls which
consist of strings of dislocations and disclinations, the re-
spective monopoles (zero crossings) of the translational and
orientational order parameter field. On the one hand, this is
simply caused by causality. On the other, it is due to the fact
that critical fluctuations are frozen out in the vicinity of the
transition at any nonzero cooling rate. Thus, the preparation of
an infinite monocrystal is an idealization and on large length
scales one has to consider the presence of defect networks,
e.g., grain boundaries consisting of chains of dislocations.
The interaction between these boundaries and isolated defects
in their vicinity is crucial for their mutual dynamic and the
elastic and thermodynamic behavior in those regions. It has
been suggested that an elastic deformation due to an applied
stress on grain boundaries induces the creation of dislocation
pairs [39] or the emission of partial dislocations [40] to release
the stress. For atomic systems, it has been shown that grain
boundaries can act as sources or sinks for point defects such as
interstitials and vacancies [41–43], and that defect formation
energies near grain boundaries are smaller than those in the
bulk [44–46].

In three dimensions (3D), grain boundaries might also act
as actuators for so-called premelting, which originally has
been studied at surfaces or interfaces (see [47], and references
therein). In principle, premelting occurs when at temperatures
smaller than the melting temperature Tm, the system can
lower its free energy by replacing the grain boundary by
two crystal-liquid interfaces, while the width of this liquid
layer then diverges towards the melting point. In lattice-gas
models [48] and Lennard-Jones systems [49], a structural
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transition to a disordered, liquidlike structure inside or near the
grain boundary has been observed well below Tm. Subsequent
simulations show that systems with grain boundaries cannot be
superheated [50] and that boundaries induce nucleation of the
melting process in their vicinity [51]. Experimentally, premelt-
ing has intensively been studied using colloidal crystals where
single particle resolution allows one to resolve the structure,
dynamics, and defect configurations on a “microscopic” scale.
For 3D polycrystals, the dynamics of particles in the vicinity of
grain boundaries is largely enhanced in advance of the melting
transition: The liquid nucleates at the domain interface [52].
For multilayer polycrystalline films, this effect is found to
dominate as long as the film thickness is not too small (e.g., >4
layers), and the systems melts via the generation and expansion
of “liquid stripes” initiated from the grain boundaries [53]. As
the layer thickness is further reduced, melting is also induced
by liquid nucleation within crystalline domains due to the
creation of defect clusters, and then preferably continues to
the spatially random excitation of isolated defects [53]. This
weakening of premelting is not unexpected approaching the
monolayer case in 2D where nucleation is more and more
suppressed and the melting mechanism is expected to be
continuous and KTHNY-like. Then, interfacial energies might
become irrelevant and signatures of premelting are entirely
caused by the enhanced self-screening of topological defects
near grain boundaries.

Previous thermodynamic studies in simulations and col-
loidal experiments have been conducted under equilibrium
or quasi-equilibrium. However, systems often are subject
to nonequilibrium conditions due to local or global rapid
quenches of the control parameter. In this experimental work,
we carry those factors to a limit, by quenching colloidal
monolayers from states with different degrees of polycrys-
tallinity into the isotropic fluid via an almost infinite heating
rate. We analyze the formation probabilities of defects (their
so-called fugacity) as a function of distance to the initial grain
boundaries and as a function of time after the quench of the
thermodynamic order parameter. We show that compared to
the bulk (the center of the crystalline domains), the defect
creation is enhanced in the vicinity of grain boundaries. The
long distance behavior of those probabilities allows us to
determine the time evolution of the bulk core energies within
the first few Brownian times after the onset of the quench.

Our experimental system consists of a colloidal suspension
of superparamagnetic polystyrene beads with a diameter σ ≈
4.5 μm and a mass density of 1.7 kg/dm3, which is confined
to two dimensions by a bottom glass plate and gravity. The
whole monolayer contains ∼105 particles, and a subwindow of
1 mm2 with ≈5900 particles is tracked with a time resolution
of ≈1.7 s, which is well below the Brownian time scale τB ≈
172 s [54]. A repulsive dipole-dipole interaction is induced
by an external magnetic field B applied perpendicular to the
colloidal monolayer. The magnetic field tunes the crucial order
parameter, the ratio of mean magnetic energy of two particles
and thermal energy:

� = Emag

kBT
= μ0(πn)3/2(χB)2

4πkBT
, (1)

where μ0 is the vacuum permeability and χ ≈ 1.9 ×
10−11 Am2/T the magnetic susceptibility per particle. Temper-
ature T and the 2D particle density n are kept constant (room
temperature and a mean particle distance of a0 = n−1/2 ≈
12.9 μm). � acts like an inverse temperature (∝T −1) and can
be tuned homogeneously within the sample, which excludes
melting from the surface of the system. At large values of
� (“low temperature”) the system is in a crystalline state
with (local) triangular symmetry, while at small � values
(“high temperature”) the isotropic fluid is maintained. For
equilibrium conditions, melting temperatures are found at
�m ≈ 70.3 for the crystal-hexatic transition, and �i ≈ 67.3 for
the hexatic-isotropic transition [16]. The instantaneous quench
is conducted from two initially prepared, polycrystalline
samples A and B at �I ≈ 100 (Fig. 1) to a final value

(b)

(a)

FIG. 1. (Color online) Illustration of the initial defect configura-
tion of the two polycrystalline samples A (a) and B (b) (1 mm2,

≈5900 particles). Particles with six nearest neighbors (sixfold coor-
dinated) are colored gray (bright), five- and sevenfold coordinated
particles orange and green, and particles with less than five or more
than seven nearest neighbors blue (dark). While sample A is in
initial state of high polycrystallinity, sample B consists of two large
monocrystalline domains separated by one high-angle grain boundary
and some isolated, frozen-in defects. Particles additionally indicated
with smaller black dots are defects for more than 50% of the time
before the polycrystalline structure is quenched to the isotropic fluid.
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FIG. 2. (Color online) Time evolution of the defect density ρ for
samples A (solid line) and B (dashed line) shortly before and after
an instantaneous quench (around ≈150 s) from the polycrystal to the
isotropic fluid. The samples start at different initial defect densities ρ0

and approach a common value at large times which is a function of the
final value of the control parameter �. The inset shows the reduced
density ρ − ρ0 shifted with respect to the onset of the quench to
t − tc.

of �F ≈ 27. While sample A is in an initial state of high
polycrystallinity, sample B consists of two large domains,
separated by a large-angle grain boundary. These states were
created by driving the system from the isotropic fluid to the
crystalline state with different finite cooling rates (fast rate
for sample A and slow rate for sample B), which results in
different kinds of polycrystallinity and different domain size
distributions [38].

In 2D, all particles being not sixfold coordinated belong
to a defect, and the defect density ρ is given by the number
of defects divided by the total number of particles N . We
define the initial grain boundaries in the following way: Every
particle which is a defect more than 50% of the time in the
steady polycrystalline state (before the system is quenched at
tc), is considered as a grain boundary particle or a “frozen”
defect (particles with smaller black dots in Fig. 1) [55]. This
grain boundary criteria does not capture all defects at any
given time step before the quench to account for the creation
and annihilation of virtual dislocation pairs, which have a short
lifetime. The defect density as a function of temperature is well
known in equilibrium: From a plateau in the crystal the defect
density ρ performs a sharp (but still continuous) increase
across the two melting transitions while in the isotropic fluid
it increases only gradually [16]. The evolution of ρ under the
instantaneous quench into the isotropic fluid is shown in Fig. 2:
After the quench, ρ increases sharply from an initial defect
density ρ0 (≈0.11 for sample A and ≈0.03 for sample B) and
approaches a finite value at large times (≈0.4 at 3750 s) equal
for both samples [56]. ρ0 is calculated from a time average of
ρ within τB directly before the quench: ρ0 = 〈ρ(t < tc)〉t . The
inset shows the reduced density ρ − ρ0, which emphasizes
the evolution of thermally activated defects with respect to
the onset of the quench.

To study the spatial effect of grain boundaries, we classify
particles into equidistant intervals of 10 μm according to
their (smallest) distance x to the initially frozen defects, and

(a)

(b)

FIG. 3. (Color online) Time averaged formation probabilities
〈P6→d〉t of defects for sample A (a) and B (b), as a function of
distance x to grain boundaries and within the first Brownian times.
The average is performed within an interval of ±0.1τB and error bars
are standard deviations (±σ ) from the time average. Probabilities
are enhanced close to the grain boundaries, decay towards the bulk
(middle of crystalline domains), and raise as a function of time. Solid
lines are exponential fits.

determine the respective probabilities of defect formation after
the onset of the quench. More precisely, we calculate the time
dependent conditional probability that a sixfold coordinated
particle becomes nonsixfold coordinated after a tenth of the
Brownian time (0.1τB ≈ 17 s) has passed:

P6→d (t) = P (defect at t + 0.1τB | nondefect at t). (2)

To obtain a discriminable time evolution of the spatial
classification within the first Brownian times, we perform a
time average of those probabilities within intervals of ±10
time steps (≈0.1τB ). The results are shown Fig. 3 as a function
of distance x to grain boundaries, where different curves
correspond to different times after the onset of the quench
tc. The effect of grain boundaries on the melting behavior can
clearly be seen: Close to the boundaries, 〈P6→d〉t is enhanced
for both samples. Within the first couple of mean particle
distances, the probabilities decay to a finite value P0. This
is reasonable since even with a vanishing influence of grain
boundaries, the creation probability of virtual dislocation pairs
should remain finite. In equilibrium melting, a discrete energy
is needed for the formation of a single defect which is called the
core energy Ec. The defect formation probability (or fugacity)
P0 is a function of that energy and the temperature: P0 =
e−Ec/kBT . The data shows that the bulk fugacities gradually
increase with time, even if the interaction strength is reduced
instantaneously and remains constant after tc. This is due to
the fact that the defect core energy is a function of the elastic
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constants and therefore depends on the structure of the system,
but the structural changes delay relative to the rapidly changed
control parameter. The structural evolution is accompanied by
changes in the correlation length which is directly coupled
to the relaxation time. This delay in the evolution of the
correlation length (with respect to the equilibrium behavior)
is the same effect responsible for the common Kibble-Zurek
mechanism. Here, it can be seen as an inverse version of it
(e.g., studied for two-dimensional superfluids [57] or trapped
Bose gases [58]) with an infinite heating rate and for the case
of an initial state of locally broken symmetry.

To extract the time dependent core energies in the bulk,
we fit the probabilities with an exponential P (x) = ae−x/b +
P0 (solid lines in Fig. 3). The values of P0 as a function of
time (after the onset of the quench) are shown in Fig. 4 for
both samples: Within the first Brownian time, P0(t) increases
linearly, and seems to slightly saturate at larger times. This can
be expected towards the attainment of the isotropic structure.
The inset shows the respective time dependent (relative) defect
core energies Ec(t)/kBT . After the onset of the quench, they
decay from ≈4.1kBT for sample A and ≈5.3kBT for sample
B to a similar value around 2.7kBT for both samples. For
the weak polycrystalline sample (B), we find that the defect
core energy shortly after the quench is very similar to the core
energy of isolated disclinations Ec = 5.5kBT slightly above
the hexatic-isotropic melting temperature under equilibrium
conditions [59]. That the defect core energy for sample A

is smaller than for sample B can be addressed to its higher
degree of polycrystallinity. From linear fits P0(t) = at + b to
the bulk probabilities (solid lines in Fig. 4) we can extract the
short-time behavior of the core energies and find Ec(t)/kBT =
− ln[0.000 46(2)t + 0.013(1)] for sample A and Ec(t)/kBT =
− ln[0.000 40(3)t + 0.002(1)] for sample B.

The effect of grain boundaries on melting transitions is
debated for different systems: in 2D as an alternative scenario
to the KTHNY theory via grain boundary formation in a
monocrystal, preceding the thermal excitation and dissociation
of dislocation pairs [24,28] and in 3D as the nucleation of the
melting process at grain boundaries in initially polycrystalline
states; so-called premelting [48,49,51,52]. While KTHNY
melting starts with an infinite, defect-free monocrystal, the
Kibble-Zurek mechanism shows that for continuous transitions
the domain size is in principle limited by the cooling
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FIG. 4. (Color online) Time evolution of bulk defect probabilities
P0 and respective defect core energies Ec (inset) after the onset of
the quench (tc) for both samples. Error bars are standard deviations
(±σ ) of the fit parameter P0. At short times, we observe a linear time
evolution for P0 (solid lines are linear fits to P0) and core energies
decay at large times. Bracketed data points denote time intervals
where the exponential fit P (x) failed due to too large fluctuations of
〈P6→d〉t .

rate [35–37]. Slow cooling rates serve large domains, while
fast cooling rates lead to small domains. Thus, beside the
discussion of thermally induced grain boundary melting,
frozen-in grain boundaries will naturally be present in real
systems. We show that the presence of those grain boundaries
enhances the melting process: The fugacity is significantly
increased in the vicinity of the boundary. One has to note that
this should not be interpreted in terms of premelting of 3D
systems, simply since the underlying phase equilibrium or a
surface tension of distinct phases does not exist. In addition
we find that the fugacity towards the “bulk” is affected by
the degree of polycrystallinity and decreases logarithmically
at short times.
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